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SKA-Low in Australia

•131,072 log-periodic antennas, spread across 512 stations

•Frequency range: 50 MHz - 350 MHz

•Wavelength range: 6 m – 0.85 m

•Maximum distance between antenna stations: 74km



SKA-Mid in South Africa

•197 fully steerable dishes, including the existing MeerKAT 
dishes

•Frequency range: 350 MHz - 15.4 GHz

•Wavelength range: 0.85 m – 2 cm

•Maximum distance between dishes: 150km





Construction Schedule
Milestone Event SKA-Mid SKA-Low

AA0.5 4 dishes
6 stations

2025 Q1 2024 Q4

AA1 8 dishes
18 stations

2026 Q1 2025 Q4

AA2 64 dishes
64 stations

2027 Q1 2026 Q4

AA* 144 dishes
307 stations

2027 Q4 2028 Q1

Operations Readiness 
Review

2028 Q1 2028 Q2

End of staged delivery 
programme

2028 Q3 2028 Q3

Full SKA        197 dishes
512 stations

TBD TBD

First science verification expected in 2026/27

Construction commencement ceremonies,
 Dec 5-6 2022





Funding model

• SKAO member countries contribute to 
the SKAO construction and operations 
cost at an agreed level

• Telescope access is based on 
contribution level

• Construction contracts awarded to 
member countries whenever possible, 
to guarantee fair return of investment

Key science 
projects

Smaller
projects

Open time

Aug 2023: 69 contracts awarded, totalling ~€562M;
 more major contracts being prepared



Examples of impact of investment in radio astronomy





SKAO partnership as a 
science diplomacy tool

•Build international connections

•Encouraging government-level 
interaction

•A vehicle for collaboration



SKAO data processing stages

SKA-Low
Large-area 

response data 
streams

2 Pb/s 8.9 Tb/s

Correlated / 
conditioned 

signals

7.8 Tb/s

SKA-Mid
Beamformed data streams

(focused on sky patch)

20 Tb/s 8.9 Tb/s

Data 
Products

SKA 
Regional 
Centres

100 Gb/s

Data archive 600 
Pb/year
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Paving the way

Credit: SARAO



SDP: scalability of calibration and imaging Slide credit: Shan Mignot



SDP: scalability of calibration and imaging Slide credit: Shan Mignot



SRCNet prototyping efforts

Some of the current work areas:
• Distributed and federated services
• Data lake integration
• AAI
• Mini-SRC demonstrator
• Software distribution
• Example workflows
• SRC Science Analysis platform
• Data moving challenges
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Community training

• SKA regional centre training event (27/2-14/2 2022)
• Hands-on Containerization 

• Lessons and tutorials on Github, Gitlab, Containers (docker, singularity)

• IAA-CSIC Severo Ochoa SKA Open Science School (Granada 
8-10/5/23)
• Endorsed by SRC science-user engagement

• Lessons on Open science, Open source, reproducibility, licenses, Open source 
package managers  



Science Data Challenges

“The purpose of SDCs is to prepare the astronomical community, and SKAO 
itself, for the novel, yet challenging, nature of SKA data”



Science Data Challenges: What are we trying to achieve ?
• Prepare Science Community

• Science extraction from SKA Observatory Data Products (ODPs)

• Stimulate advance of state-of-the-art in source finding, source characterisation 
and reliable inference of astrophysical parameters

• Promote reproducibility and analysis pipeline sharing

• Develop proto-SRC Network
• Test increasingly realistic data transfer, user access and customised user 

processing in proto-SRC environment

• Constrain SDP Pipeline development
• Identify gaps in sky, telescope and error models

• Determine necessary calibration quality and identify any other factors that might 
inhibit science extraction from ODPs



Zoom-in of the 1.4 GHz maps, showing 
the same region of the sky with 
different telescope integrations: 8, 100, 
1000 h from left.

• Continuum emission images, SKA MID Bands 

1, 2 and 5, integrations 8, 100, 1000h

• Images populated by star forming galaxies 

(SFGs) and active galactic nuclei (AGN)

• High telescope sensitivity à highly crowded 

images

• The challenge: to find and characterise 

sources

• Data volume = 30 GB

• 9 competing teams

Science Data Challenge 1
Radio Continuum emission

https://www.skao.int/en/464/ska-science-data-challenge-1



• Source crowding proved major challenge for correct source 
IDs and spectral classification

• Complementarity of different detection and 
characterisation approaches apparent

• Data tessellation to tackle data size needs to be redundant 
/ scale-dependent 

• Resolved sources with complex morphology a challenge for 
most methods

Compact

Complex



Science Data Challenge 2
Neutral hydrogen (HI) spectral line emission

Sample noise-free simulated HI image cube

• 21cm spectral line image cube, 
simulating deep SKA MID observations 
(redshift 0.25 to 0.5)

• Image cube populated by HI content of 
galaxies

• 2000 h integration time across 20 sq
deg field of view

• The challenge: to find and 
characterise HI sources

• Data volume = 1 TB

• 12 competing teams

Redshift



HPC Facility Partners – Why?
• Store the dataset in multiple locations, where teams will be able to access

• Provide computational resources to inspect and analyse the dataset 
without transferring

HPC Facility Partners – How?
• Teams state their computational needs as part of the SDC registration

• The SDC team collaborate with the facility partners to identify the best 
matches with teams

• Teams access the data through the chosen facility

• The data is made available at multiple facilities at the same time to 
ensure a fair challenge

• Teams are able to process the data there



Science Data Challenge 2



• Detailed understanding of noise properties within data products vital to optimising source 
detection
• Need to account for actual variability of RMS level as function of angular scale (that reflects array 

configuration)
• Best results obtained with hybrid methods based on “agreement” between traditional and 

machine learning approaches (but reliant on high quality training data for ML!)
• Within caveats of only limited simulation realism:

• Improved understanding of biases in HI surveys
• Improved understanding of likely survey completeness versus SNR, ~50% at 5𝜎



Software 
Sustainability 

Institute
Reproducibility awards
SDC2
Reproducibility:

Is the software:

•Well-documented

•Easy to install

•Easy to use

Reusability:

Does the software:

• Use an open licence

• Have findable code

• Use code standards

• Use built-in tests

Find the award checklist at: 
sdc2.astronomers.skatelescope.org/sdc2-challenge



Epoch of Reionisation

NOW ON:

Science Data Challenge 3



Science Data Challenge 3

Developed in collaboration with SKA EoR SWG members

• SDC3a ”Foregrounds” (SDC3a; SWG 
Coordinators: C. Trott, V. Jelic)

• Foreground removal exercise

• SDC3a registration ran from 10th October 
2022 – 15th November 2022

• SDC3b “Inference” (SDC3b; SWG 
Coordinators: A. Mesinger, G. Melema)

• Extraction of cosmological parameters

• SDC3b launching Q1 2024



SDC3 Timeline

*Not to scale

Inference (SDC3b) 
challenge runs

Foregrounds (SDC3a) 
challenge runs

1 March – 30 Sept 2023 6 months

Pause and 
reconfigure



Science Data Challenge 3a – Dataset(s)

• General 

• Observation track length HA = -2 to +2 hours

• Thermal noise equivalent 1000 h

• Field of View: one SKA1-Low pointing at RA, Dec = 0h, -30deg

• Visibilities
• Size 5.4 TB

• Integration time 10 s

• Channel width 100 kHz

• Frequency coverage 106 - 196 MHz

• Image cube -> 2048 x 2048, 16 arcsec pixels, natural weighting





• Revised award system

• Reproducibility ‘badges’

• Based on Software Sustainability 
Institute’s six steps to 
reproducibility

• Simpler for teams to follow and 
achieve

Reproducibility awards 
SDC3
   



Science Data Challenge 4 – Magnetism
• Developed in collaboration with Magnetism 

SWG (Akahori, Vernstrom, Vacca, …)
• Scope still being refined, but full Stokes compact 

plus diffuse sky model with IGM, ISM, and 
ionosphere propagation

• 10 square deg, 950 – 1760 MHz, 3 arcsec beam, 
source finding and characterisation

• 100 square deg, 100 – 350 MHz, 350 – 1760 MHz, 
10 arcsec beam, source finding and 
characterisation

• Thermal noise equivalent few 1000 h
• Sky and Propagation Models nearing completion and 

looking good
• Telescope and Error Models

• OSKAR for LOW 
• RASCIL for MID

Propagated Stokes Q Sky Model at 950 MHz



Science Data Challenges: What are the emerging benefits ?
• SDC1: 

• Identified telescope number limitations/inconsistencies within major packages: casa, aips, miriad that have 
now been remedied by the developers

• Developed better understanding of crowded field and complex source finding
• SDC2:

• Proto-SRC data product hosting, user interaction and analysis
• Identified SNR versus scale as vital component of optimised source detection
• Better understanding of HI survey biases and completeness 
• Reproducibility awards have stimulated code sharing and reuse 

• SDC3:
• Proto-SRC data distribution (eg. rucio), data hosting and user analysis
• Expect to constrain (DI, DD, and bandpass) calibration precision requirements for SDP

• SDC4:
• Identified the (storage and computing) benefits of non-linear frequency sampling for broad-band Stokes data 

(optimum sampling for given RMMax scales as 𝜐3 and can save factor 5 for SKA bands)
• Working with package developers to provide support (eg. FREQ-LOG axis support within carta)
• Use of SRC-prototype JupyterHub service as analysis interface for participants

• All:
• Growing repository of Sky Models and simulation code for community (re-)use



For more information on the SKA science data challenges:

• https://www.skao.int/en/science-
users/160/skao-data-challenges

• Links to all past and current data 
challenges

• Datasets and scoring codes 
available once challenge is 
concluded

https://www.skao.int/en/science-users/160/skao-data-challenges
https://www.skao.int/en/science-users/160/skao-data-challenges
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To join  an 
SWG:

working-groups

• Send a 
request via 
email to the 
relevant 
SWG co-
chairs

• Contact 
details of the 
co-chairs 
available on 
the website



www.skao.in
t

We recognise and acknowledge the 
Indigenous peoples and cultures that have 
traditionally lived on the lands on which 
our facilities are located.

Questions?

http://www.skao.int
http://www.skao.int

